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A B S T R A C T 

 

The research presents in this paper a comparison between different classification procedures for land 

cover data between the present and four years prior. The techniques include Maximum Likelihood 

Classification (MLC), Mahalanobis Distance, Nearest Neighbor Classification (NNC), and Support 

Vector Machines (SVM). Confusion matrices have been employed to evaluate performance, measuring 

categorical biases across water, vegetation, urban structures, soil, and other land cover types for each 

method. The results reveal variations in accuracy not only over time but also across algorithms, offering 

insights into the strengths and limitations of these classification systems under different temporal 

conditions. The study aims to lay the foundation for future adaptations of these approaches to improve 

land cover analysis and long-term monitoring. 
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1. Introduction  

Land cover maps play a pivotal role in natural resource management and environmental planning, especially with the 

ongoing environmental change resulting from urban expansion, agricultural expansion, and climate fluctuations, the ability 

to accurately classify and monitor land cover types has become of great importance to environmental researchers and 

environmental managers. Remote sensing techniques, along with advanced classification algorithms, provide a powerful 

means to analyze land use patterns and monitor land cover changes over time [1]. 

 

In recent years, machine learning techniques have emerged with their great potential to significantly improve the accuracy 

of land cover classification compared to traditional manual methods, in addition to computational efficiency when 

conducting analyses and faster analysis time [2]. Among the most prominent algorithms used in this field are maximum 

likelihood classification (MLC) [3], Mahalanobis distance [4], Nearest Neighbor Classification (NNC) [5], and Support 

Vector Machines (SVM) [6]. Each of these methods has many advantages and a set of challenges that vary depending on 

the land cover, datasets used, and different classification scenarios. 

 

This study aims to conduct a comparative analysis of these four classification algorithms by mapping land cover in Wasit 

Governorate, central Iraq. Wasit Governorate is an agricultural region characterized by diverse landscapes including urban 

centers, agricultural lands, and natural vegetation. Its strategic location in the central region of Iraq, coupled with the 

increasing changes in land cover caused by climate change, environmental pollution, and human practices, makes it an 

ideal area for conducting this study to evaluate the performance of classification algorithms in capturing changes in land 

cover maps over time. 

This study focuses on the analysis of land cover data between 2018 and 2023. In this research, we will evaluate the 

performance of each algorithm in identifying and classifying land cover types such as Water, Vegetation, Urban, and Soil. 

 

This study contributes to a growing body of research on the application of machine learning techniques in remote sensing, 

with a particular focus on land cover mapping. By providing a comparative analysis of four major classification algorithms, 

it aims to guide future research and practical applications in environmental monitoring, land management, and sustainable 

development in Wasit Governorate and beyond. 

2. Research Background 

 

Land cover mapping is one of the most essential tasks for identifying environmental changes and managing natural 

resources. For many sectors, such as urban development and agriculture to environmental conservation, very accurate land 

cover type classification is highly needed. [7] introduce RS technology as an effective solution in both time and cost 

compared to traditional methods for land cover mapping. Satellite imagery, in this respect, has proved highly efficient, as 

recorded by several studies such as [8-12]. Policy planning, resource management, and environmental monitoring all 

depend on regional land cover mapping. More precise and thorough mapping at regional sizes has been made possible by 

developments in remote sensing, machine learning, and data integration; nonetheless, issues with processing speed, 

categorization consistency, and terrain adaptation still exist. Techniques and Strategies Data Integration: For broad regions, 

combining data from many sources, including vegetation indices, land surface temperature, topographic characteristics, 

and multiseasonal and multispectral satellite images, increases mapping accuracy and operating efficiency [13-15]. 

  

Methods of Classification: Machine learning classifiers such as Maximum Likelihood (ML), Random Forests (RF), Support 

Vector Machines (SVM), and Artificial Neural Networks (ANN) are frequently employed. For large-scale mapping, ML 

offers a compromise between speed and precision, whereas SVM and RF give excellent accuracy but can be 

computationally demanding [16-18]. By [19], the MLC algorithm attained an impressive 99.63% accuracy in land use/land 

cover mapping in Awka South LGA, Anambra State, Nigeria. The optimally tuned SVM classifier achieved the best overall 

accuracy of 94% with Sentinel-2 and Landsat-8 satellite data as presented by [20]. 

 

Other methods, such as Decision Trees and Random Forests, are also effective. [21] reported that DTs outperformed MLC 

and SVM in various land cover change assessments with accuracies above 85%. Similarly, [22,23] have stated that the RF 

algorithm is the most accurate machine-learning classifier for land use/land cover mapping and has outperformed six other 

examined algorithms. 



                                                                                                                                                                                    

 

Jordanian Journal of Informatics and Computing Vol.2025, No.1                          ISSN: 3080-6828 

51 

 

 
 3. Methodology  

3.1. Study Area 

Wasit Province in central Iraq offers a vast variation in landscape, where built-up areas and agricultural fields are interjected 

with natural vegetation. The changes that this area has witnessed in the past couple of years classify this as a classic case 

study for land cover change detection in Figure 1. 

 
Figure 1. The study area 

 

3.2. Data Collection 

Satellite images for the year 2018 and 2023 were downloaded from archiving sources in [Landsat]. Therefore, the imagery 

pre-processed in advance was atmospherically and geometrically corrected. We prepared the ground truth data by field 

surveying and making use of existing land cover maps to validate our classification results. 
Pre-processing of Landsat images. Landsat images were pre-processed in three steps including (1) radiometric 

calibration using the gain and offset values retrieved from the metadata files, (2) atmospheric correction by converting 
the data into the 0-1 range, and (3) geometric correction and co- registration to assure coincident with each other and the 
ground truth data, which were collected from Google Earth images 

Table 1. Landsat images utilized in this research. 

# Landsat Project         Path/Row Acquisition Date Spatial Resolution (m) 

 

1 Landsat 8 OLI 

 

167/37 2018/06/15 30 

2 Landsat 8 OLI 167/38 2018/06/15 

 

30 

3 

 

Landsat 9 OLI 167/37 2023/07/30 30 

 

4 Landsat 9 OLI 167/38 2023/07/30 30 
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3.3. Classification Algorithms 

3.3.1. Maximum Likelihood Classification (MLC): 

MLC is one of the most widely used classification algorithms in remote sensing and land cover mapping and is a statistical 

method that assumes that the data in each class in a feature space follow a multivariate normal (Gaussian) distribution. 

Maximum Likelihood Classification is based on the principle of probability theory and uses training data to estimate 

statistical parameters for each class (24). 

The probability that a pixel belongs to a certain class i is given by the following equation [24]: 

 

𝑝(𝑖|𝑤) =
𝑝(𝑤|𝑖)×𝑝(𝑖)

𝑝(𝑤)
                              (1) 

Where: 

p(i|w): The likelihood function. 

p(i): Probability of occurrence of class i in the study area. 

w: a vector represents the pixel features. 

p(w): Probability of observing w. 

𝑝(𝑤) = ∑ 𝑝(𝑤|𝑖) × 𝑝(𝑖)𝑀
𝑖=1                        (2) 

Where: 

M: Classes number 

Pixel x is assigned to class i by the following rule: 

A pixel x is considered to belong to class i if 𝑝(𝑖|𝑤) > 𝑝(𝑗|𝑤) for all classes j≠i. 

Each pixel is assigned to the class with the highest probability or is classified as unclassified if the probability values are 

below a user-defined threshold (24). 

Thus, the training process is done by determining the number of land cover types within the study area (number of classes) 

and then selecting the pixels that belong to each class (training pixels) using the land cover information of the study area 

(24). 

 

3.3.2. Mahalanobis Distance Classification 

Mahalanobis distance classification is a method used to classify data based on the Mahalanobis distance measure. This 

method is useful in remote sensing and land cover classification because of its ability to take into account correlations 

between variables and the varying spreads of data into different classes [25]. 

The Mahalanobis distance is a measure of the distance between a point and a distribution. The Mahalanobis distance takes 

into account the correlations between variables and the variance within each class, and provides a standardized measure of 

distance that is sensitive to the shape of the data distribution. The Mahalanobis distance uses the class covariance matrix to 

normalize the distance measure, allowing it to efficiently handle correlations between features and differences in scale 

between features [25]. 

For a given class i, the Mahalanobis distance 𝑑𝑖 between a pixel x and the mean vector 𝜇𝑖 of that class is calculated using 

the following formula: 

𝑑𝑖
2 = (𝑥 − 𝜇𝑖) ∑ (𝑥 − 𝜇𝑖)

−1
𝑖                     (3) 

Where: 

x: It is the vector of spectral values of the pixel being classified. 

𝜇𝑖: It is the mean vector of class i. 

∑ :𝑖  It is the covariance matrix of class i. 

The following steps demonstrate the classification method using Mahalanobis distance.  

1) First, representative samples are collected for each class to estimate the mean vector and covariance matrix. This 

step involves selecting training data that accurately represents the spectral characteristics of each land cover class. 

2) Calculating the mean vectors and covariance matrices for each class using the training data. 

3) Calculating the Mahalanobis distance for each pixel for each class based on the class mean vector and class 

covariance matrix. 

4) Assigning each pixel to the class with the smallest Mahalanobis distance. 

5) Evaluating the classification accuracy using accuracy metrics such as overall accuracy and confusion matrices. 
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 3.3.3. Nearest Neighbor Classification (NNC) 

Nearest neighbor classification (NNC) is a classification algorithm used in remote sensing and other fields to classify data 

based on similarity. The basic principle of classification is that the algorithm classifies a given data point by comparing its 

attributes with the attributes of known data points (training samples) and assigning it to the class of the closest (most 

similar) training sample [26]. 

Nearest neighbor classification relies on a similarity measure, often Euclidean distance, to determine how similar a data 

point is to the training samples. The idea is that similar data points are more likely to belong to the same class. This 

algorithm is generalized by looking at the k nearest neighbors (KNN) and then the class of a data point is determined by a 

majority vote among these k neighbors [27]. 

The K-Nearest Neighbors (KNN) algorithm is a supervised machine learning method employed to tackle classification and 

regression problems. Evelyn Fix and Joseph Hodges developed this algorithm in 1951, which was subsequently expanded 

by Thomas Cover. 

(K-NN) algorithm is a versatile and widely used machine learning algorithm that is primarily used for its simplicity and 

ease of implementation. It does not require any assumptions about the underlying data distribution. It can also handle both 

numerical and categorical data, making it a flexible choice for various types of datasets in classification and regression 

tasks. It is a non-parametric method that makes predictions based on the similarity of data points in a given dataset. K-NN 

is less sensitive to outliers compared to other algorithms [28]. 

kNN retains every training example and, when presented with a new instance, computes its distance to all stored examples. 

It then selects the k examples with the smallest distances and assigns the test point the label that appears most frequently 

among those neighbors. The two critical parameters are the neighborhood size (k) and the distance metric—Euclidean 

distance is the standard choice for real-valued feature vectors [29]. 

 

For two-class problems, one can independently find the k-th nearest neighbor within each class and assign the new point 

to whichever class’s k-th neighbor is closer [30]. 

Design Decisions and Their Effects 

 Neighborhood Size (k): The choice of k has a major impact on misclassification rates. Small odd values (e.g., k 

= 3) are common in binary tasks to avoid ties. Analyses based on Poisson and Binomial models clarify how k 

influences overall risk, inspiring practical, data-driven methods for selecting k. [29-31]. 

 Distance Metric: The distance function profoundly affects classification accuracy. Locally optimized metrics—

designed to perform well with finite samples—can surpass the performance of the standard Euclidean distance. 

[32]. 

Extensions and Enhancements 

 High-Dimensional Data: In many dimensions, assuming constant class probabilities within a neighborhood can 

introduce bias. Adaptive techniques—such as local linear discriminant analysis or learned flexible metrics—

reshape neighborhoods to emphasize the most relevant feature directions, reducing bias and improving accuracy. 

[33,34]. 

 Improved Variants: The local mean–based pseudo nearest neighbor (LMPNN) replaces individual neighbors 

with their local class mean vectors, often yielding higher classification accuracy than traditional kNN. [35]. 

Applications and Empirical Performance 

 Practical Use: kNN has been applied to problems like avalanche prediction, leveraging historical event data 

alongside meteorological variables to identify similar past conditions [36]. 

 Theory vs. Practice: Although worst-case theoretical bounds for kNN error can be pessimistic, refined theoretical 

analyses and empirical studies typically demonstrate much stronger real-world performance [37], Moreover, 

online adaptations of kNN can achieve low mistake rates in streaming or evolving environments 

[38,39,40,41,42,43,44]. 

 

The K-NN algorithm works by finding the K nearest neighbors to a given data point based on a distance metric, such as 

Euclidean distance. The class or value of the data point is then determined by the majority vote or average of the K 

neighbors. This approach allows the algorithm to adapt to different patterns and make predictions based on the local 

structure of the data [45]. 

As we mentioned above that the KNN algorithm helps us identify the nearest points or the groups for a query point. But to 

determine the closest groups or the nearest points for a query point we need some metric. For this purpose, we use below 

distance metrics: 

1) Euclidean Distance: It is the cartesian distance between the two points which are in the plane/hyperplane. 

Euclidean distance can also be visualized as the length of the straight line that joins the two points which are into 
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 consideration. if we have two points A(x1, y1), B(x2, y2), the Euclidean distance between these points is given 

by the formula: 

 

𝑑(𝐴, 𝐵) = √(𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2          (4) 

 

2) Manhattan Distance: Manhattan Distance metric is generally used when we are interested in the total distance 

traveled by the object instead of the displacement. This metric is calculated by summing the absolute difference 

between the coordinates of the points in n-dimensions. if we have two points A(x1,y1), B(x2,y2), the Euclidean 

distance between these points is given by the formula: 

 

𝑑(𝐴, 𝐵) =  |𝑥2 − 𝑥1| +  |𝑦2 − 𝑦1|                (5) 

 

The value of k is very crucial in the KNN algorithm to define the number of neighbors in the algorithm. The value 

of k in the k-nearest neighbors (k-NN) algorithm should be chosen based on the input data. If the input data has 

more outliers or noise, a higher value of k would be better. Cross-validation methods can help in selecting the best 

k value for the given dataset. 

The K-Nearest Neighbors (KNN) algorithm operates on the principle of similarity, where it predicts the label or 

value of a new data point by considering the labels or values of its K nearest neighbors in the training dataset. 

KNN works as follows: 

1) Selecting the optimal value of K: K represents the number of nearest neighbors that needs to be 

considered while making prediction. 

2) Calculating distance: To measure the similarity between target and training data points, Euclidean 

distance is used. Distance is calculated between each of the data points in the dataset and target point. 

3) Finding Nearest Neighbors: The k data points with the smallest distances to the target point are the nearest 

neighbors. 

4) Voting for Classification or Taking Average for Regression: In the classification problem, the class labels 

of are determined by performing majority voting. The class with the most occurrences among the 

neighbors becomes the predicted class for the target data point. In the regression problem, the class label 

is calculated by taking average of the target values of K nearest neighbors. The calculated average value 

becomes the predicted output for the target data point. 

3.3.4. Support Vector Machine (SVM) 

 

Support vector machines (SVMs) are supervised learning algorithms used in classification and regression tasks that are 

particularly effective in high-dimensional spaces and in cases where the number of dimensions exceeds the number of 

samples. They are designed to find the optimal threshold (or hyperplane) that separates different classes in a feature space 

[46]. The hyperplane represents the decision boundary that separates different classes. In case of two-dimensional space, 

the hyperplane is a line, while in case of higher dimensions, it becomes a plane or hyperplane.  Support vectors represent 

the data points closest to the hyperplane. They are very important for determining the position and orientation of the 

hyperplane as the decision boundary is affected only by these support vectors. The margin represents the distance between 

the hyperplane and the closest data points of each class and the algorithm aims to maximize this margin, providing a clear 

separation between the classes. Statistical Learning Theory: Support vector machines (SVMs) are based on the structural 

risk minimization concept, which seeks to maximize the margin between support vectors, the most important data points 

for classification judgments, in order to determine the best separation hyperplane between classes. Convex Optimization: 

Convex quadratic programming issues must be solved in order to train SVMs, guaranteeing durable performance and global 

optimality. Sparsity: SVM solutions are effective for large-scale issues because they are usually sparse and only use a 

subset of the training data (support vectors). Broad Range of Applications: Among other fields, SVMs are employed in 

computer vision, bioinformatics, text classification, neuroimaging, and structural reliability analysis.  Pattern Recognition: 

SVMs have demonstrated excellent performance in high-dimensional data settings, including brain imaging and precision 

psychiatry, and are particularly well-known in the field of pattern recognition. 

  

Classification and Regression: SVMs can be used for both classification and regression applications; extensions and 

modifications have been created for big, imbalanced, and multi-class datasets. Support vector machines use kernel functions 

to deal with non-linearly separable data by transforming it into a higher-dimensional space where linear separation is 

possible. Common kernel functions include: 
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 𝐿𝑖𝑛𝑒𝑎𝑟:   𝐾(𝑤, 𝑏) = 𝑤𝑇𝑥 + 𝑏                          (6) 

𝑃𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑛𝑎𝑙:   𝐾(𝑤, 𝑏) = (𝛾𝑤𝑇𝑥 + 𝑏)𝑁        (7) 

𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛 𝑅𝐵𝐹:   𝐾(𝑤, 𝑏) = exp (−𝛾‖𝑥𝑖 − 𝑥𝑗‖
𝑛

)           (8) 

𝑆𝑖𝑔𝑚𝑜𝑖𝑑:   𝐾(𝑥𝑖 , 𝑥𝑗) = tanh (𝛼𝑥𝑖
𝑇𝑥𝑗 + 𝑏)          (9) 

 

Suppose we have a binary classification problem contains two classes (+1, -1). Our training dataset comprises input feature 

vectors denoted as X, alongside their corresponding class labels Y. 

The linear hyperplane equation can be written as follows (61): 

 

𝑤𝑇 + 𝑏 = 0                (10) 

 

The vector W symbolizes the normal vector to the hyperplane, which is the direction perpendicular to the hyperplane. 

Meanwhile, the parameter b in the equation signifies the offset or the distance of the hyperplane from the origin along the 

normal vector W. The distance between a data point xi and the decision boundary can be calculated as: 

 

𝑑𝑖 =
𝑤𝑇+𝑏

‖𝑤‖
                      (11) 

 

where ||w|| represents the Euclidean norm of the weight vector w. 

For Linear SVM classifier (29): 

𝑦̂ = { 1        𝑤𝑇𝑥 + 𝑏 ≥ 0
                     0        𝑤𝑇𝑥 + 𝑏 < 0                     

(12) 

Optimization of Hard margin linear SVM classifier (29): 

 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒
1

2
𝑤𝑇𝑤 = 𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 

1

2
‖𝑤‖2              (13) 

Where: 

𝑦𝑖(𝑤𝑇𝑥𝑖 + 𝑏) ≥ 1    𝐹𝑜𝑟 𝑖 = 1,2, … , 𝑚 
 

Optimization of Soft margin linear SVM classifier (29): 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 
1

2
𝑤𝑇𝑤 + 𝐶 ∑ 𝜉𝑖

𝑚
𝑖=1          (14) 

 

Where: 

𝑦𝑖(𝑤𝑇𝑥𝑖 + 𝑏) ≥ 1 − 𝜉𝑖 

𝜉𝑖 ≥ 0   𝐹𝑜𝑟 𝑖 = 1,2, … , 𝑚 

 

3.4. Performance Evaluation 

We have employed confusion matrices for the performance evaluation of each classification algorithm output, which gave 

an all-rounded insight into the accuracy of each methodology. From these, the overall accuracy, producer's accuracy, user's 

accuracy, and the Kappa coefficient of each land cover class were derived. 

Within the realm of machine learning, the confusion matrix (CM) which referred to an error matrix is a table layout designed 

to represent the performance of a model, often one employed in supervised learning. The architecture of the CM is 

illustrated in Figure 2. 
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Figure 2. Confusion matrix architecture 

Where: 

 TP (True Positive): The model classifies the sample as positive and its classification is correct. 

 TN (True Negative): The model classifies the sample as negative and its classification is correct. 

 FP (False Positive): The model classifies the sample as positive and its classification is wrong. 

 FN (False Negative): The model classifies the sample as negative and its classification is wrong. 

Accuracy represents the proportion of correct predictions of the model over all predictions (64). Its equation is given as 

follows: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                      (15) 

4. Results and Discussion 

 
 

Figure 3. MLC for the year 2023. 
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 Table 2:  Confusion Matrix for MLC 2023. 

  
Water Vegetation Urban Soil Ground 

truth 

Water 41 0 0 0 41 

Vegetation 0 40 1 1 42 

Urban 0 0 30 9 39 

Soil 0 0 9 30 39 

Total 41 40 40 40 161 

Overall= 0.875776 

 

The confusion matrix provides a snapshot of the algorithm's performance. 

The diagonal elements represent the correct predictions for each category. For example, the element in the first row and 

first column (41) indicates 41 correct predictions for water areas. 

The off-diagonal elements represent the incorrect classifications. For example, the element in the fourth row and third 

column (9) indicates that 9 areas were classified as Urban when they were actually Soil. 

 

 
Figure 4. Mahalanobis Distance for the year 2023. 

Table 3:  Confusion Matrix for Mahala Nobis Distance 2023.  
Water Vegetation Urban Soil Ground 

truth 

Water 41 0 0 0 41 

Vegetation 0 40 0 0 40 

Urban 0 0 29 19 48 

Soil 0 0 11 21 32 

Total 41 40 40 40 161 

Overall= 0.813665 
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Figure 5: NNC for the year 2023. 

 

Table 4:  Confusion Matrix for NNC 2023. 

  
Water Vegetation Urban Soil Ground 

truth 

Water 41 0 0 0 41 

Vegetation 0 40 0 0 40 

Urban 0 0 0 0 40 

Soil 0 0 0 40 40 

Total 41 40 0 41 160 

Overall= 0.751553 
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Figure 6: SVM for the year 2023. 

 

Table 5:  Confusion matrix for SVM 2023. 

  
Water Vegetation Urban Soil Ground 

truth 

Water 41 0 0 0 41 

Vegetation 0 40 0 0 40 

Urban 0 0 1 0 1 

Soil 0 0 39 40 79 

Total 41 40 40 40 161 

Overall= 0.757764 
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Figure 7: MLC for the year 2018. 

 

Table 6:  Confusion matrix for MLC 2018. 

  
Water Vegetation Urban Soil Ground 

truth 

Water 40 0 0 0 40 

Vegetation 0 40 2 1 43 

Urban 0 0 33 11 44 

Soil 0 0 5 28 33 

Total 40 40 40 40 160 

Overall= 0.88125 
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Figure 8: Mahalanobis Distance for the year 2018. 

 

Table 7:  Confusion matrix For Mahalanobis Distance 2018. 

  
Water Vegetation Urban Soil Ground 

truth 

Water 40 0 0 0 40 

Vegetation 0 40 0 0 40 

Urban 0 0 37 17 54 

Soil 0 0 3 23 26 

Total 40 40 40 40 160 

Overall=0.875 

 

 

 
Figure 9: NNC for the year 2018. 
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 Table 8:  Confusion matrix for NNC 2018. 

  
Water Vegetation Urban Soil Ground 

truth 

Water 40 0 0 0 40 

Vegetation 40 0 0 0 40 

Urban 22 0 0 18 40 

Soil 0 0 0 40 40 

Total 102 0 0 58 160 

Overall=0.5 

 

 

 

 
Figure 10: SVM for the year 2018. 

Table 9:  Confusion Matrix for SVM 2018. 

  
Water Vegetation Urban Soil Ground 

truth 

Water 40 1 0 0 41 

Vegetation 0 39 0 0 39 

Urban 0 0 0 0 0 

Soil 0 0 40 40 80 

Total 40 40 40 40 160 

Overall= 0.74375 

 

 

From our analysis, there was a significant change in the land cover in Wasit Province between 2018 and 2023. There was 

an increase in urban structures, which can be argued to emanate from the increasing urbanization and population growth 

currently facing the region. Agricultural land took a nosedive, probably because of sprawl growth leading to land 

conversion into different uses. Vegetation covers therefore had both degrading and reforestation activities in various 

regions. 
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 Algorithm performance comparison: The four algorithms' performance varied from good to excellent under the different 

land cover classes and the two periods. Maximum Likelihood Classification (MLC): In both years, MLC provided high 

overall accuracy, especially for urban and water classes, while it cannot present vegetation in most cases because of its 

overlapped spectral signature with other classes. 

2. Mahalanobis Distance: This method performed well in outlier detection, which proved to be good in distinguishing urban 

structures from agricultural land. This was less consistent in the case of classes of vegetation where significant spectral 

overlap occurs. 

3. Nearest Neighbor Classification: In the case of NNC good accuracy was observed in the case of both urban and water 

classes due to their distinct spatial pattern of these land covers. However, it performance was poor in cases where the area 

consists of mixed vegetation cover, as the neighboring pixel may belong to any different class. 

4. Support Vector Machines: Generally, it outperformed all other classes with very high overall accuracy for all land cover 

classes, especially in discriminating between urban and agriculture. It showed strength in high-dimensional data and was 

unbothered by the complexity in the landscape in Wasit Province. 

5. Conclusion and future works 

 

Land cover maps play a pivotal role in natural resource management and environmental planning, especially with the 

ongoing environmental change resulting from urban expansion, agricultural expansion, and climate fluctuations, the ability 

to accurately classify and monitor land cover types has become of great importance to environmental researchers and 

environmental managers. This work embraces changes in land cover in Wasit Province between 2018 and 2023, from which 

crucial information on the dynamics of urbanization, decline in agriculture, and vegetation changes will emerge. In this 

paper, a comparison was made between different classification procedures for land cover data between 2018 and 2023. The 

techniques studied include maximum likelihood classification (MLC), Mahalanobis distance, neighbor-neighbor 

classification (NNC), and support vector machines (SVM). Confusion matrices provided a measure of performance in terms 

of classification biases for water, vegetation, urban structures, soil, etc. for each of the methods. The MLC technique 

achieved a classification accuracy of 88% for images captured in 2018 and 87% for 2023, outperforming other techniques, 

as the Mahalanobis distance achieved a classification accuracy of 87% for images captured in 2018 and 81% for 2023, 

while the nearest neighbor algorithm achieved a classification accuracy of 50% for images captured in 2018 and 75% for 

2023, and the SVM algorithm achieved a classification accuracy of 74% for images captured in 2018 and 75% for 2023. 

From our analysis, there was a significant change in the land cover in Wasit Province between 2018 and 2023. There was 

an increase in urban structures, which can be argued to emanate from the increasing urbanization and population growth 

currently facing the region. Agricultural land took a nosedive, probably because of sprawl growth leading to land 

conversion into different uses. Vegetation covers therefore had both degrading and reforestation activities in various 

regions. 

 

Future research could focus on improving classification accuracy by incorporating advanced models such as deep learning-

based convolutional neural networks or hybrid models that combine the strengths of multiple classifiers. Additionally, 

incorporating auxiliary data such as topographic information, soil types, or meteorological data could further improve 

classification results. Finally, conducting a more in-depth analysis of the reasons for differences in performance across 

years, especially for the Mahalanobis distance and NNC algorithms, could help improve their use in land cover mapping 

tasks. 

Policy Implications 

 

Results from this study will be very helpful to local policy makers and urban planners. By understanding the trends of 

change in land cover, they will be able to make relevant decisions with respect to sustainable development, resource 

management, and environmental conservation. For example, from this increase in urban structures arises a need for proper 

urban planning, balancing population growth without intrusion on agricultural land and natural habitats. The mixed 

vegetation cover outcome implies that only focused reforestation and conservation might help enhance ecological resilience 

against continued development pressures. 

 

In summary, the insights from this study not only help increase academic knowledge in the field of land cover dynamics, 

but also ensure that at least actionable information is delivered to the local governance to develop sustainable development 

strategies in Wasit Province. 
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