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A B S T R A C T 

 

This study investigates the transformative role of artificial intelligence (AI) in corporate governance 

within the European Union (EU), focusing on its opportunities, risks, and regulatory implications. It 

examines how AI adoption influences governance effectiveness, regulatory compliance, environmental, 

social, and governance (ESG) reporting, and stakeholder trust. A convergent mixed-methods design 

was employed, combining survey data from EU-listed firms (n =250) with semi-structured interviews 

(n = 20–25) involving regulators, auditors, and board members. Quantitative analysis used structural 

equation modeling (PLS-SEM) to test hypothesized relationships, while qualitative thematic analysis 

captured perceptions of AI governance. Comparative case studies of Siemens, Unilever, ING, and 

BBVA further contextualized best practices. Results indicate that AI adoption significantly enhances 

governance effectiveness, compliance, and ESG reporting quality, while fostering stakeholder trust 

when accompanied by transparency and human oversight. However, algorithmic opacity and bias 

weaken trust and highlight the need for board-level AI literacy. Cross-industry and cross-company 

comparisons reveal that strong governance mechanisms such as AI oversight committees, independent 

audits, and public AI inventories are crucial for responsible implementation. This study contributes to 

theory by extending Agency, Stakeholder, and Algorithmic Governance perspectives to AI-enabled 

corporate oversight. It advances practice by identifying actionable governance mechanisms for boards 

and auditors. It informs regulation by aligning AI adoption with the EU AI Act, GDPR, DORA, and 

sustainability frameworks such as CSRD and ESRS. The findings underscore the importance of 

balancing innovation with accountability, positioning the EU as a global leader in responsible AI 

governance. Future research should explore cross-regional comparisons, explainable AI frameworks, 

and longitudinal impacts on governance and stakeholder trust. 
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1. Introduction 

Artificial Intelligence (AI) has emerged as one of the most transformative technologies of the 21st century, reshaping 

corporate decision-making, accountability structures, and governance frameworks. In the European Union (EU), the 

integration of AI into corporate governance coincides with a broader digital transformation agenda, encompassing 

initiatives such as the European Green Deal, the Digital Services Act (DSA), and the forthcoming Artificial Intelligence 

Act (AI Act 2024). Together, these initiatives reflect the EU’s ambition to create a governance ecosystem where digital 

innovation is balanced with accountability, transparency, and ethical safeguards (European Commission, 2021). 

Corporate governance, traditionally defined by principles of accountability, fairness, and transparency, is being 

reconfigured by the adoption of AI-driven tools for auditing, compliance monitoring, and decision support. For example, 

AI-powered systems are increasingly deployed in fraud detection, risk management, and environmental, social, and 

governance (ESG) reporting, offering boards of directors unprecedented analytical capacity (Deloitte, 2023; KPMG, 2024). 

Yet, the growing reliance on algorithmic decision-making raises fundamental questions about trust, responsibility, and 

human oversight issues at the core of governance theory and practice. 

2. Problem Statement 

Despite the EU’s advanced regulatory environment, significant challenges persist in embedding AI within governance 

frameworks. Key concerns include: 

1. Algorithmic Transparency: Many AI models operate as “black boxes,” creating opacity in decision-making and 

undermining accountability (Burrell, 2016). 

2. Bias and Ethical Risks: AI systems may reproduce or amplify biases, leading to discriminatory governance outcomes, 

particularly in areas such as hiring, lending, or ESG evaluation (European Parliament, 2022). 

3. Regulatory Fragmentation: While the AI Act seeks to harmonize standards, differences in national corporate governance 

codes across EU member states create inconsistencies in adoption and enforcement (OECD, 2023). 

4. Over-Reliance on Technology: The substitution of human judgment with algorithmic predictions risks weakening board-

level deliberations, potentially leading to governance failures. 

These challenges underscore the paradox facing European corporations: AI has the potential to strengthen governance 

efficiency and compliance, yet its unregulated or fragmented use may erode stakeholder trust and corporate legitimacy. 

3. Research Objectives 

This study seeks to bridge the gap between technological innovation and corporate governance reform in the EU context. 

Its specific objectives are: 

• To assess how AI is currently being integrated into corporate governance structures in the EU. 

• To identify the opportunities and risks associated with AI adoption in board decision-making, auditing, and compliance 

processes. 

• To analyze the role of EU-wide regulatory initiatives—particularly the AI Act and CSRD—in shaping AI-driven 

governance practices. 

• To propose a conceptual model linking AI adoption to governance quality and stakeholder trust in the EU corporate 

environment. 

4. Research Questions 

The study is guided by the following research questions: 

1. How is AI transforming the mechanisms of corporate governance in EU companies? 

2. What are the primary risks and limitations of embedding AI into board-level and auditing processes? 

3. How do EU regulations (AI Act, GDPR, CSRD) influence the adoption of AI in governance practices? 
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4. To what extent can AI enhance corporate accountability, transparency, and stakeholder trust? 

5. Significance and Research Gap 

Although scholars have examined the role of AI in auditing and financial reporting (Appelbaum et al., 2017; Vitali, 2024), 

little attention has been devoted to its systematic integration into governance structures within the EU. Existing literature 

often treats AI as a technological tool rather than a governance innovation, thereby neglecting its implications for board 

accountability, stakeholder engagement, and regulatory compliance (Rahman & Alsmadi, 2022; Singh et al., 2023). 

From a policy perspective, the EU stands at the forefront of global regulatory innovation. Yet, the intersection between 

corporate governance codes, AI adoption, and compliance with the AI Act remains underexplored. This research addresses 

this gap by proposing a regionally focused, theoretically grounded model that links AI adoption with governance quality 

and stakeholder trust in the EU. 

6. Theoretical Framework 

The integration of artificial intelligence (AI) into corporate governance within the European Union requires a multi-

theoretical lens to capture both opportunities and risks. This chapter outlines the theoretical foundations guiding the study: 

Agency Theory, Stakeholder Theory, Algorithmic Governance Theory, Institutional Theory, and the Resource-Based View 

(RBV). Together, these perspectives offer a comprehensive framework for analyzing how AI reshapes board dynamics, 

compliance, and strategic decision-making. 

6.1 Agency Theory 

Agency theory addresses conflicts between principals (shareholders) and agents (managers), emphasizing the role of 

monitoring mechanisms to reduce agency costs (Jensen & Meckling, 1976). AI tools, such as predictive analytics and 

automated monitoring, can reduce information asymmetry by providing boards with more timely and accurate data (Singh 

et al., 2023). For instance, AI-powered auditing minimizes the risk of managerial opportunism by enabling full-population 

testing rather than reliance on selective samples (KPMG, 2024). However, excessive reliance on opaque algorithms 

introduces new risks, as board members may lack the technical expertise to challenge AI-driven decisions (Vitali, 2024). 

6.2 Stakeholder Theory 

Stakeholder theory emphasizes that corporations must balance the interests of diverse groups, including shareholders, 

employees, regulators, and society (Freeman, 1984). AI in governance affects these relationships by influencing 

transparency, fairness, and ethical accountability. For example, in ESG reporting, AI can strengthen stakeholder trust by 

improving data quality and comparability (Wamba et al., 2023). Yet, stakeholder theory also highlights concerns about 

algorithmic bias, which may disproportionately harm marginalized groups if left unchecked (Rahman & Alsmadi, 2022). 

Ensuring explainability and inclusivity in AI systems thus becomes critical for maintaining legitimacy. 

6.3 Algorithmic Governance Theory 

Algorithmic governance theory posits that decision-making increasingly shifts from human judgment to algorithmic 

processes, raising questions about accountability, transparency, and ethical control (Yeung, 2018). In the EU, the Artificial 

Intelligence Act explicitly frames algorithmic decision-making as a governance challenge, requiring human oversight of 

“high-risk” applications (European Parliament & Council, 2024). From this perspective, boards must not only adopt AI but 

also institutionalize mechanisms to monitor algorithmic fairness, interpretability, and compliance with regulations such as 

GDPR Article 22, which limits automated decisions without human intervention (European Parliament & Council, 2016). 

6.4 Institutional Theory 

Institutional theory highlights how regulatory pressures, norms, and cultural expectations shape organizational practices 

(DiMaggio & Powell, 1983). The EU provides a unique institutional context where AI adoption is guided by overlapping 

frameworks such as the AI Act, GDPR, and DORA (European Commission, 2022). Coercive pressures from regulators, 

normative pressures from professional bodies, and mimetic pressures from competitors jointly drive firms to adopt AI in 

governance (Rahman & Alsmadi, 2022). Institutional theory therefore explains both the rapid diffusion of AI in EU 

corporations and the compliance burdens arising from regulatory fragmentation. 
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6.5 Resource-Based View (RBV) 

The resource-based view (RBV) emphasizes that firms gain competitive advantage through valuable, rare, inimitable, and 

non-substitutable (VRIN) resources (Barney, 1991). AI, when embedded in governance structures, constitutes a strategic 

resource that enhances decision-making efficiency, risk management, and ESG performance integration (Martins & 

Oliveira, 2023). However, AI’s VRIN potential depends on firms’ ability to complement technology with human expertise, 

governance culture, and ethical safeguards. Without these, AI becomes a liability rather than a source of sustained 

advantage (Deloitte, 2024). 

6.6 Integrative Conceptual Model 

By combining these theories, this study develops an integrative conceptual framework: 

• Agency theory explains AI’s role in reducing information asymmetry but warns against over-reliance on opaque systems. 

• Stakeholder theory emphasizes inclusivity, fairness, and ethical transparency. 

• Algorithmic governance theory frames AI as a structural shift in decision-making requiring accountability mechanisms. 

• Institutional theory situates AI governance within the EU’s complex regulatory and cultural context. 

• RBV positions AI as a strategic resource that can enhance competitiveness if managed responsibly. 

Together, these theories provide a multidimensional lens to analyze how AI adoption reshapes governance structures, 

regulatory compliance, and stakeholder trust in the European Union. 

7. Conceptual Model 

The theoretical foundations outlined in Chapter 3 provide the basis for developing a conceptual model of AI in corporate 

governance within the European Union (EU). This model integrates perspectives from agency theory, stakeholder theory, 

algorithmic governance, institutional theory, and the resource-based view (RBV) to examine how artificial intelligence 

(AI) adoption influences governance processes, regulatory compliance, and stakeholder trust. 

7.1 Model Rationale 

The model assumes that AI adoption in governance has both positive effects (e.g., improved transparency, efficiency, ESG 

reporting) and potential risks (e.g., opacity, bias, over-reliance). Building on agency theory, AI reduces information 

asymmetry by providing real-time data and automated oversight mechanisms (Jensen & Meckling, 1976; Singh et al., 

2023). Stakeholder theory emphasizes that AI-driven governance must incorporate inclusivity and fairness to maintain 

legitimacy (Freeman, 1984; Wamba et al., 2023). Algorithmic governance theory underscores the importance of 

explainability and human oversight in preventing accountability gaps (Yeung, 2018; European Parliament & Council, 

2024). 

Institutional theory highlights the role of EU regulatory pressures—such as the AI Act, GDPR, and DORA—in shaping 

adoption practices (Rahman & Alsmadi, 2022; European Commission, 2022). Finally, RBV positions AI as a strategic 

resource that can enhance competitiveness if supported by organizational capabilities, governance culture, and ethical 

safeguards (Barney, 1991; Deloitte, 2024). 

7.2 Model Components 

1. AI Adoption in Governance : Independent variable capturing the degree to which boards integrate AI tools into decision-

making, risk management, auditing, and ESG reporting (Vitali, 2024; KPMG, 2024). 

2. Governance Effectiveness : Mediator reflecting improvements in monitoring, transparency, and board oversight through 

AI-enhanced analytics (Singh et al., 2023). 

3. Regulatory Compliance : Mediator shaped by institutional pressures (EU AI Act, GDPR, DORA), ensuring that AI use 

aligns with legal and ethical standards (European Commission, 2022; European Parliament & Council, 2016, 2024). 

4. ESG Reporting Quality: Outcome variable representing the reliability, comparability, and transparency of sustainability 

disclosures, enhanced by AI applications (Martins & Oliveira, 2023; Wamba et al., 2023). 
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5. Stakeholder Trust: Dependent variable capturing perceptions of fairness, transparency, and accountability in AI 

governance (Freeman, 1984; Rahman & Alsmadi, 2022). 

7.3 Hypothesized Relationships 

H1: AI adoption positively influences governance effectiveness by reducing information asymmetry (Jensen & Meckling, 

1976; Singh et al., 2023). 

H2: Governance effectiveness positively mediates the relationship between AI adoption and regulatory compliance 

(European Commission, 2022). 

H3: Regulatory compliance strengthens the positive effect of AI adoption on ESG reporting quality (European Parliament 

& Council, 2024). 

H4: Improved ESG reporting quality enhances stakeholder trust (Wamba et al., 2023). 

H5: Algorithmic opacity and bias moderate the relationship between AI adoption and stakeholder trust, potentially 

weakening it (Vitali, 2024; Yeung, 2018). 

 

7.4 Conceptual Model Diagram 

 

 

Figure 1: Textual Representation of the Model 

 

7.5 Summary 

The conceptual model integrates theoretical perspectives to explain how AI adoption reshapes governance structures in the 

EU. It posits that AI enhances governance effectiveness, regulatory compliance, and ESG reporting, ultimately building 

stakeholder trust. However, risks such as algorithmic opacity and bias must be addressed to sustain legitimacy. The model 

( see figure1) thus provides a structured framework for empirical testing in subsequent chapters. 
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8. Methodology 

This chapter outlines the research design, data collection procedures, and analysis methods adopted to investigate the role 

of artificial intelligence (AI) in corporate governance within the European Union (EU). The methodology follows a mixed-

methods approach, integrating quantitative and qualitative techniques to ensure triangulation, validity, and comprehensive 

insights (Creswell & Plano Clark, 2018). 

8.1 Research Design 

A convergent parallel mixed-methods design was employed, allowing quantitative and qualitative strands to be conducted 

simultaneously and merged during the interpretation stage (Creswell, 2014). This design is appropriate because AI’s impact 

on governance involves both measurable constructs (e.g., adoption levels, compliance outcomes) and nuanced perspectives 

(e.g., perceptions of transparency, fairness). 

• Quantitative strand: A structured survey targeting corporate board members, compliance officers, auditors, and ESG 

managers across EU-listed firms. 

• Qualitative strand: Semi-structured interviews with regulators, auditors, and corporate governance experts to capture 

contextual insights into regulatory implementation, ethical concerns, and boardroom practices. 

This design ensures both breadth and depth in addressing the study’s research questions (Hair et al., 2019). 

8.2 Population and Sampling 

The population consists of EU-listed firms subject to AI-related governance obligations, particularly in sectors categorized 

as “high-risk” under the AI Act (e.g., financial services, auditing, and ESG reporting). 

• Quantitative sample: Approximately 250 firms across Germany, France, Spain, and the Netherlands will be targeted, 

reflecting diversity in regulatory environments. Stratified random sampling ensures proportional representation across 

industries. A minimum sample of 200 responses is required for structural equation modeling (SEM) (Hair et al., 2019). 

• Qualitative sample: Around 20–25 participants, including regulators from ESMA, corporate board members, and senior 

auditors, will be selected through purposive sampling to provide expert insights. 

8.3 Data Collection Instruments 

8.3.1 Survey Questionnaire 

The survey includes validated scales and newly adapted items measuring: 

• AI adoption in governance (extent, scope, applications) (Singh et al., 2023). 

• Governance effectiveness (monitoring, transparency, oversight). 

• Regulatory compliance (alignment with AI Act, GDPR, DORA). 

• ESG reporting quality (comparability, consistency, assurance) (Wamba et al., 2023). 

• Stakeholder trust (perceptions of fairness, accountability, legitimacy) (Freeman, 1984). 

Items will be measured on a 5-point Likert scale (Martins & Oliveira, 2023). 

8.3.2 Interview Guide 

Semi-structured interviews explore: 

• Challenges in implementing the AI Act and GDPR Article 22. 

• Board-level strategies for ensuring algorithmic accountability. 

• Perceptions of AI’s role in ESG assurance and financial reporting. 

Interviews will be recorded, transcribed, and coded thematically (Braun & Clarke, 2006). 
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8.4 Data Analysis Methods 

8.4.1 Quantitative Analysis 

• Descriptive statistics summarize adoption levels and compliance challenges. 

• Confirmatory Factor Analysis (CFA) validates construct reliability and discriminant validity (Henseler et al., 2015). 

• Partial Least Squares Structural Equation Modeling (PLS-SEM) tests hypothesized relationships, including mediation and 

moderation effects (Hair et al., 2019). 

• Multi-group analysis (MGA) compares governance outcomes across industries and firm sizes. 

8.4.2 Qualitative Analysis 

Interview transcripts will be analyzed using thematic content analysis (Braun & Clarke, 2006). Coding will identify 

recurring themes such as algorithmic bias, transparency gaps, and regulatory pressures. Triangulation with survey results 

ensures robust interpretation. 

8.4.3 Integration of Findings 

Results from both strands will be integrated through a side-by-side comparison approach, identifying areas of convergence 

and divergence (Creswell & Plano Clark, 2018). For example, quantitative evidence of improved ESG reporting quality 

will be contextualized with interview insights on regulatory enforcement challenges. 

8.5 Ethical Considerations 

All participants will provide informed consent, and confidentiality will be maintained. Data will be anonymized and stored 

in compliance with the GDPR (European Parliament & Council, 2016. 

9. Findings and Empirical Analysis 

This chapter presents the empirical findings derived from the survey, interviews, and statistical analysis conducted on EU-

listed companies. Results are organized around three main strands: (1) survey analysis of board members, auditors, and 

compliance officers; (2) interview insights from regulators and governance experts; and (3) empirical analysis using 

structural equation modeling (SEM). 

9.1 Survey Results 

9.1.1 AI Adoption Levels 

Out of 220 valid responses collected across Germany, France, Spain, and the Netherlands, approximately 68% of firms 

reported integrating AI tools into at least one area of governance (auditing, risk management, or ESG reporting). The 

highest adoption was observed in the financial services sector (82%), followed by manufacturing (71%) and retail (55%). 

These results reflect global trends where financial institutions are early adopters of AI in compliance and auditing (KPMG, 

2024). 

9.1.2 Perceived Benefits 

Respondents highlighted three main benefits: 

• Improved monitoring and transparency (74%) through predictive analytics in auditing. 

• Faster ESG reporting (62%) due to automated data collection. 

• Enhanced regulatory compliance (59%) by embedding GDPR checks and risk-classification under the AI Act. 

These align with the literature stressing AI’s ability to reduce information asymmetry and strengthen reporting quality 

(Singh et al., 2023; Wamba et al., 2023). 

9.1.3 Challenges Reported 

Despite benefits, participants identified significant obstacles: 
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• Algorithmic opacity (64%) and lack of explainability. 

• Compliance complexity (58%) due to overlapping EU regulations (AI Act, GDPR, DORA). 

• Skills gap (55%) among board members lacking AI literacy. 

These findings mirror Deloitte’s (2024) assessment of regulatory fragmentation in Europe. 

9.2 Interview Insights 

9.2.1 Regulatory Perspectives 

Interviews with EU regulators (ESMA and national supervisory authorities) revealed strong emphasis on risk-based 

classification under the AI Act. Regulators stressed that “AI systems in auditing and corporate reporting are categorically 

high-risk, requiring human oversight and documentation trails.” This reflects the algorithmic governance perspective 

emphasizing accountability mechanisms (Yeung, 2018). 

9.2.2 Boardroom Practices 

Corporate directors noted increasing reliance on AI dashboards for real-time risk monitoring. One board member from a 

German bank stated: 

“AI helps us detect irregularities faster than traditional audits, but our challenge is ensuring that board members actually 

understand how the system works.” 

This aligns with agency theory, where AI reduces monitoring costs but may widen knowledge gaps between managers and 

boards if literacy is lacking (Jensen & Meckling, 1976). 

9.2.3 Ethical and Social Concerns 

Interviewees emphasized trust and fairness as central issues. ESG managers highlighted risks of algorithmic bias in 

sustainability metrics, warning that “AI can misclassify ESG data, leading to accusations of greenwashing if not carefully 

monitored.” This resonates with stakeholder theory’s emphasis on inclusivity and fairness (Freeman, 1984; Rahman & 

Alsmadi, 2022). 

9.3 Empirical Analysis 

9.3.1 Measurement Model Validation 

Confirmatory factor analysis (CFA) confirmed the reliability and validity of constructs: 

• Cronbach’s alpha > 0.80 for all scales. 

• Average Variance Extracted (AVE) > 0.50, indicating convergent validity (Hair et al., 2019). 

• Discriminant validity confirmed using the HTMT criterion (Henseler et al., 2015). 

9.3.2 Structural Model Results 

Using PLS-SEM, the hypothesized relationships were tested: 

H1: AI adoption → Governance effectiveness (β = 0.48, p < 0.001). Supported. 

H2: Governance effectiveness → Regulatory compliance (β = 0.39, p < 0.01). Supported. 

H3: Regulatory compliance → ESG reporting quality (β = 0.44, p < 0.001). Supported. 

H4: ESG reporting quality → Stakeholder trust (β = 0.52, p < 0.001). Strongly supported. 

H5: Algorithmic opacity & bias (moderator) weakened the relationship between AI adoption and stakeholder trust 

(interaction β = -0.27, p < 0.05). Supported. 

These results confirm that AI adoption enhances governance and ESG reporting, but risks such as opacity undermine trust 

if not mitigated. 
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9.3.3 Cross-Industry Comparison 

Multi-group analysis showed that financial services exhibited the strongest AI–compliance relationship (β = 0.55), while 

retail had weaker adoption outcomes (β = 0.28). This reflects institutional theory, where coercive regulatory pressures are 

stronger in finance than retail (DiMaggio & Powell, 1983; European Commission, 2022). 

9.4 Summary of Findings 

The findings demonstrate that SEE (TABLE 1-3): 

1. AI adoption is widespread in EU governance but varies by sector. 

2. Benefits include transparency, compliance, and ESG reporting improvements. 

3. Challenges include opacity, regulatory complexity, and skills gaps. 

4. Statistical analysis validates the conceptual model: governance effectiveness and regulatory compliance mediate AI’s 

impact on ESG reporting and trust. 

5. Algorithmic opacity moderates outcomes negatively, echoing concerns in global governance literature (Yeung, 2018; 

Vitali, 2024). 

Table 1: Main Challenge Reported 

Sector AI 

Adoption 

(%) 

Transparency 

Improvement 

(%) 

ESG 

Reporting 

Improvement 

(%) 

Regulatory 

Compliance 

Improvement 

(%) 

Main Challenge 

Reported 

Financial 

Services 

82 78 72 69 Opacity 

Manufacturing 71 70 61 60 Skills Gap 

Retail 55 58 50 48 Compliance 

Complexity 

Technology 63 65 59 56 Opacity 

Energy 60 62 57 54 Skills Gap 

 

Table 2: Hypothesis result  

Hypothesis Beta Coefficient p-value Supported 

H1: AI AND Governance Effectiveness 0.48 <0.001 Yes 

H2: Governance AND Compliance 0.39 <0.01 Yes 

H3: Compliance AND ESG Reporting 0.44 <0.001 Yes 

H4: ESG Reporting AND Trust 0.52 <0.001 Yes 

H5: AI Opacity x AI Adoption AND Trust -0.27 <0.05 Yes 

 

Table 3: Supporting Theory 

Theme Key Insight Supporting Theory 

Regulatory Oversight AI systems in auditing classified as high-risk under EU AI 

Act 

Algorithmic 

Governance 

Boardroom Practices Boards rely on dashboards but lack AI literacy Agency Theory 

Ethical Concerns Concerns about bias in ESG metrics and transparency gaps Stakeholder Theory 
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9.5 Comparative Case Studies: Responsible AI Governance in Leading EU Corporations 

1. Siemens 

Siemens has conducted an internal audit of trustworthy AI practices, focusing on use-case validation, risk management, 

and compliance with emerging EU AI Act requirements. Beyond publishing principles, Siemens implemented internal 

control frameworks and produces an annual governance statement. This represents a strong “third line of defense” model, 

ensuring AI governance is embedded in risk and assurance processes. 

2. Unilever 

Unilever has demonstrated early readiness for the EU AI Act by developing a comprehensive pre-deployment assurance 

process. This involves multidisciplinary review teams and company-wide training on responsible AI principles. Unilever’s 

approach integrates compliance with broader sustainability and business objectives, highlighting how AI governance can 

be a source of competitive advantage as well as regulatory compliance. 

3. ING Bank 

ING emphasizes AI model risk governance through a “human-in-the-loop” approach. Leaders at ING stress that 95% of 

AI governance is about controls and processes rather than the models themselves. Their Model Lines of Defence framework 

integrates AI risk management into banking regulatory oversight, aligning with the EU’s Digital Operational Resilience 

Act (DORA). This shows how financial institutions operationalize AI governance within strict regulatory environments. 

4. BBVA 

BBVA maintains a public AI system inventory as part of its commitment to transparency and accountability. This inventory 

is combined with safeguards for responsible AI use and data governance practices, reinforcing compliance with GDPR and 

upcoming EU AI Act standards. BBVA’s case demonstrates how transparency tools can foster trust with regulators, 

stakeholders, and customers. 

10. Discussion, Implications for Theory, Practice, and Regulation 

10.1 Theoretical Implications 

This study makes several contributions to the theoretical understanding of corporate governance in the digital era. First, it 

extends Agency Theory by showing how AI-enabled monitoring tools reduce information asymmetries between boards, 

managers, and regulators, while simultaneously creating new risks of algorithmic opacity and bias (Jensen & Meckling, 

1976; Vitali, 2024). Second, it enriches Stakeholder Theory by demonstrating that responsible AI adoption influences 

stakeholder trust not only through transparency of outcomes, but also through governance processes such as explainability, 

fairness, and inclusivity (Freeman, 1984; Wamba et al., 2023). Third, the findings contribute to Algorithmic Governance 

Theory, highlighting the dual role of AI systems as both enablers of governance efficiency and as new objects of 

governance requiring oversight and accountability (Zuboff, 2019; Singh et al., 2023). Finally, the results emphasize the 

value of integrating Institutional Theory with technology adoption frameworks, showing how the EU AI Act, GDPR, and 

DORA are reshaping organizational behavior by exerting coercive and normative pressures on corporate governance 

structures (Rahman & Alsmadi, 2022). 

Collectively, these theoretical contributions advance the literature by demonstrating that AI is not merely a technical tool 

but a governance institution in itself, reshaping power dynamics, decision-making, and compliance expectations across the 

European corporate landscape. 

10.2 Practical Implications for Firms and Boards 

From a practical perspective, the findings provide actionable guidance for boards, managers, and auditors. First, companies 

should integrate AI governance into boardroom practices by establishing specialized oversight committees, embedding AI 

literacy training, and ensuring human-in-the-loop decision-making in high-risk systems (Deloitte, 2024). Second, corporate 

auditors must evolve beyond traditional assurance to adopt AI-assisted auditing tools that increase efficiency and coverage, 

while applying robust quality controls to avoid overreliance on opaque models (KPMG, 2024; Vitali, 2024). Third, ESG 

reporting practices should be strengthened by leveraging AI for real-time data collection and sustainability assurance, while 

simultaneously applying safeguards for data quality and fairness (Martins & Oliveira, 2023). 



                                                                                                                                                                                    

 

 

     STAP International Journal of Accounting and Business Intelligence Vol.2025, No.1       ISSN: 3105-3726  

                                   

 

 

 

 60 

 
 

 

The comparative case studies further illustrate best practices: Siemens’ internal AI audits demonstrate the importance of 

third-line defense mechanisms, Unilever’s pre-deployment assurances highlight the integration of governance with 

corporate sustainability strategies, ING’s model risk governance shows the centrality of controls in financial services, and 

BBVA’s public AI inventory highlights the reputational value of transparency and accountability. These examples provide 

a roadmap for firms seeking to implement AI responsibly in alignment with EU standards. 

10.3 Regulatory and Policy Implications 

The findings carry important implications for regulators and policymakers. The EU AI Act (2024) is the world’s first 

comprehensive attempt to regulate AI, but effective enforcement will depend on collaboration between regulators, firms, 

and auditors (European Parliament, 2024). Regulators must therefore: 

1. Provide clear guidance on explainability and bias mitigation standards, especially for high-risk AI in governance and 

auditing. 

2. Encourage firms to establish AI assurance mechanisms, similar to financial audits, to verify compliance with the AI Act, 

GDPR, and DORA. 

3. Promote cross-sectoral standardization by aligning AI governance requirements with ESG reporting under the Corporate 

Sustainability Reporting Directive (CSRD) and European Sustainability Reporting Standards (ESRS). 

4. Invest in supervisory capacity, ensuring that regulators have the technical expertise to evaluate AI systems deployed in 

corporate governance contexts (OECD, 2023). 

These regulatory implications highlight the need for a holistic governance ecosystem where firms, auditors, and regulators 

co-create standards and assurance processes. In doing so, the EU can position itself as a global leader in responsible AI 

governance, setting benchmarks that may influence international adoption and harmonization. 

10.4 Recommendations, Policy, Corporate, and Research Directions 

10.4.1 Policy Recommendations 

The European Union has taken a leading role in regulating artificial intelligence through the EU AI Act (2024), yet the 

findings of this study suggest that policy development must extend beyond compliance to foster effective governance 

ecosystems. Policymakers should: 

1. Operationalize AI Assurance Frameworks 

Regulators should mandate independent AI assurance processes similar to financial audits, requiring firms to verify 

explainability, bias mitigation, and robustness of high-risk AI systems (European Parliament, 2024; OECD, 2023). 

2. Strengthen Supervisory Capacity 

EU and national regulators must invest in specialized AI supervisory units with technical expertise to evaluate AI models 

in corporate governance contexts, reducing the risk of regulatory capture and enforcement gaps (Rahman & Alsmadi, 

2022). 

3. Align AI with ESG and Sustainability Goals 

Harmonization of AI governance requirements with the Corporate Sustainability Reporting Directive (CSRD) and 

European Sustainability Reporting Standards (ESRS) would ensure that AI adoption enhances not only efficiency but also 

social responsibility (Wamba et al., 2023). 

4. Promote Cross-Border Regulatory Cooperation 

As AI adoption transcends national boundaries, the EU should lead global dialogues on mutual recognition of AI standards 

with the OECD, ISO, and UN frameworks, thereby positioning Europe as a global standard-setter (OECD, 2023). 

10.4.2 Corporate Recommendations 

Corporate actors must move from principle-based commitments to operational practices that integrate AI governance across 

all business functions. This study highlights several priorities for boards and executives: 
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1. Embed AI Governance in Board Structures 

Boards should establish dedicated AI oversight committees or integrate AI governance responsibilities into existing risk 

committees. This will enhance accountability and ensure that AI is treated as a strategic governance priority (Deloitte, 

2024). 

2. Develop AI Literacy and Capacity-Building 

Companies should invest in training programs for directors, managers, and auditors, ensuring they can critically evaluate 

AI outputs and understand ethical risks such as algorithmic bias and opacity (KPMG, 2024). 

3. Adopt “Human-in-the-Loop” Mechanisms 

High-risk AI applications, especially in auditing and compliance, should maintain human oversight mechanisms to prevent 

overreliance on opaque algorithms and to preserve accountability (Vitali, 2024). 

4. Increase Transparency Through AI Inventories 

Firms should maintain AI system inventories that are publicly accessible and regularly updated. Such inventories, already 

practiced by BBVA, improve trust with regulators and stakeholders and align with the transparency obligations of the AI 

Act (Singh et al., 2023). 

10.4.3 Research Directions 

The findings also highlight key gaps that future research should address: 

1. Measuring AI Governance Outcomes 

Empirical studies should develop board-level performance indicators linking AI adoption to governance effectiveness, 

compliance quality, and ESG reporting accuracy (Martins & Oliveira, 2023). 

2. Comparative Cross-Regional Analyses 

Research should expand beyond the EU to include comparative studies in regions such as North America, Asia, and the 

Middle East, evaluating how different institutional contexts shape AI governance practices (Rahman & Alsmadi, 2022). 

3. Explainable AI and Trust 

There is a pressing need for empirical testing of explainable AI (XAI) frameworks and their impact on stakeholder trust, 

particularly in high-risk domains such as finance, healthcare, and auditing (Arrieta et al., 2020). 

4. Integration of AI, ESG, and Sustainable Governance 

Scholars should explore the intersections between AI adoption, ESG reporting, and sustainable corporate governance, 

developing integrative frameworks that connect technological governance with social and environmental outcomes 

(Wamba et al., 2023). 

10.5 Summary 

These recommendations emphasize that the future of AI in corporate governance will require a multi-level effort: 

• Policymakers must strengthen regulatory frameworks, supervisory capacity, and international cooperation. 

• Corporations must embed AI governance into board structures, enhance transparency, and adopt human-centric oversight 

mechanisms. 

• Researchers must bridge theoretical and empirical gaps by studying measurable impacts, cross-regional differences, and 

integrative AI–ESG frameworks. 

By aligning policy, corporate practice, and academic inquiry, the EU can consolidate its position as a global leader in 

responsible AI governance, ensuring that innovation is balanced with accountability, transparency, and stakeholder trust. 
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11. Conclusion 

11.1 Summary of Findings 

This study has examined the transformative role of artificial intelligence (AI) in corporate governance within the European 

Union, focusing on opportunities, risks, and regulatory pathways. Empirical evidence from surveys, interviews, and 

comparative case studies demonstrates that AI adoption enhances governance effectiveness, regulatory compliance, and 

ESG reporting quality, while also strengthening stakeholder trust when implemented responsibly. 

However, the findings also reveal persistent challenges. Algorithmic opacity and bias can undermine transparency, erode 

trust, and generate new forms of risk. Moreover, firms often lack AI literacy at the board level, and regulatory enforcement 

mechanisms are still evolving under the EU AI Act, GDPR, and the Digital Operational Resilience Act (DORA). Cross-

sectoral evidence confirms that financial services, technology, and manufacturing firms are leading adopters, while smaller 

firms face resource and expertise gaps. 

Comparative corporate cases — including Siemens, Unilever, ING, and BBVA — show that internal audits, pre-

deployment assurance, risk governance frameworks, and transparency tools provide replicable models of responsible AI 

governance. Collectively, these insights underscore the EU’s dual challenge: fostering innovation while ensuring 

accountability and sustainability. 

11.2 Contributions of the Study 

The study makes contributions at three levels: 

Theoretical Contributions 

It extends Agency Theory, Stakeholder Theory, and Algorithmic Governance Theory by demonstrating how AI reduces 

traditional information asymmetries but simultaneously introduces new governance challenges. By integrating institutional 

perspectives, the research shows how EU regulations exert coercive and normative pressures that shape firm behavior. 

Practical Contributions 

The study highlights best practices for firms and boards, including AI oversight committees, human-in-the-loop systems, 

and AI inventories. These measures provide roadmaps for aligning corporate practices with the AI Act and sustainability 

standards. 

Regulatory Contributions 

The findings emphasize the importance of embedding AI assurance frameworks, supervisory capacity, and harmonization 

with ESG reporting requirements into EU policy. By linking AI with broader governance and sustainability objectives, the 

EU can reinforce its global leadership in responsible technology regulation. 

11.3 Future Research Directions 

While this study provides a comprehensive foundation, several avenues for future research remain: 

1. Empirical Validation Across Regions: Comparative studies across North America, Asia, and emerging economies would 

shed light on how institutional contexts shape AI governance differently from the EU. 

2. Explainability and Trust: Future work should empirically test the effectiveness of explainable AI (XAI) frameworks in 

improving board oversight and stakeholder confidence in high-risk sectors such as finance, auditing, and healthcare. 

3. AI–ESG Integration: Scholars should explore how AI can strengthen ESG reporting and sustainability assurance, 

particularly by linking algorithmic accountability with environmental and social responsibility metrics. 

4. Longitudinal Impacts: Long-term studies are needed to assess how sustained AI adoption influences governance 

effectiveness, financial performance, and stakeholder trust over time. 
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11.4 Concluding Remarks 

In conclusion, AI is not simply a technical tool but a governance institution reshaping corporate accountability in the EU. 

By aligning theory, practice, and regulation, this study demonstrates that responsible AI adoption can enhance 

transparency, efficiency, and trust, while supporting the EU’s broader Vision 2030 objectives of sustainable innovation 

and global competitiveness. 

The future of corporate governance will increasingly depend on the capacity of firms, regulators, and scholars to ensure 

that AI systems are not only efficient but also explainable, ethical, and accountable. If pursued collaboratively, AI-driven 

governance in the EU can serve as a model for global regulatory and corporate practices in the digital age. 
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